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Abstract— We introduce a vision-language navigation frame-
work for simulated 3D construction sites that addresses chal-
lenges posed by cluttered layouts, occlusion, and instruction am-
biguity. Unlike traditional panoramic or egocentric approaches,
our method leverages Bird’s-Eye-View (BEV) representations
and a spatially grounded scene graph to model both local
geometry and global topological structure. A dual-level decision
mechanism integrates fine-grained grid-based reasoning with
high-level graph-based inference, conditioned on natural lan-
guage instructions. Additionally, we incorporate a 3D object de-
tection head to enhance spatial perception through awareness.
Experimental results in simulated construction environments
show that our model significantly improves navigation success,
path efficiency, and object grounding accuracy, highlighting
the benefits of BEV reasoning for complex construction site
scenarios.

I. INTRODUCTION

The construction industry is increasingly turning to robotic
systems to improve efficiency, safety, and precision in various
tasks from monitoring and inspection to material delivery
and installation. Effective navigation is fundamental to these
applications, as construction sites present unique challenges
with their dynamic, complex, and often hazardous environ-
ments [1], [2]. Also, High-level task planning for construc-
tion robots involves identifying required actions, determin-
ing their sequence, and matching these actions with robot
skills like navigation, picking, and placing [3]. These robot
behaviors must leverage contextual information from both
real-time sensor-based perception and embedded knowledge
from large language models (LLMs). In addition, navigation
skills can be activated by providing destination prompts,
which then generate and continuously update paths based
on observed obstacles [4].

While aerial robots offer unique advantages for construc-
tion site inspection and mapping tasks, ensuring their safe
navigation near human workers remains challenging. In addi-
tion, the limited field of view of camera systems constrained
by payload limitations often results in unreliable perception
during collision avoidance in dynamic environments [2].
Bird’s-Eye-View (BEV) navigation approaches have emerged
as effective solutions to the visibility limitations faced by
ground robots navigating complex construction environ-
ments. The overhead perspective provides a comprehensive
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view of the site that enables more effective navigation
planning and obstacle avoidance. As construction sites are
highly cluttered, ground-based robots often struggle with
limited visibility, making it difficult to navigate efficiently
[5].

Vision-Language Navigation (VLN) represents a signif-
icant advancement in embodied Al research, enabling au-
tonomous agents to navigate through complex environments
by following natural language instructions while processing
visual observations [6]. In construction sites, where environ-
ments are dynamic and filled with obstacles, VLN systems
provide robots with the capability to understand and follow
verbal commands while adjusting their actions based on
environmental feedback [7]. One of the key challenges in
implementing VLN in construction environments is collision
avoidance. Many existing VLN approaches focus primarily
on translating discrete navigation methods to continuous
environments without adequately addressing collision prob-
lems, which can cause robots to deviate from planned paths
or become trapped in obstacle areas [8]. This limitation is
particularly problematic in construction sites, where unex-
pected obstacles frequently appear.

The key contributions of our work include:

« We propose a novel vision-language navigation frame-
work that integrates Bird’s-Eye-View (BEV) represen-
tations and spatial-temporal scene graphs for robust
navigation in simulated 3D construction environments.

o We introduce a dual-level decision mechanism that com-
bines grid-level and graph-level reasoning conditioned
on natural language instructions, enabling precise and
interpretable action selection.

« We enhance spatial understanding through a 3D object
detection module that provides object-level supervision
to the BEV encoder, significantly improving navigation
in occluded and cluttered scenes.

II. METHODOLOGY

This study proposes a vision-language navigation frame-
work designed for simulated 3D construction sites, where
agents must interpret natural language instructions to traverse
a dynamically generated, object-rich scene. Our approach
consists of three main modules: (1) geometric scene encoding
from multi-view images, (2) spatio-linguistic graph construc-
tion and updating, and (3) hierarchical decision scoring for
navigation.
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An overview of the proposed method. The process begins by transforming multi-view images into a BEV plane format. Following this, the BEV

features undergo encoding through 3D detection methods. During navigation, the system incorporates BEV representations to generate two decision scores:
one at the node-level scoring and another at the grid-level scoring based on BEV data. These complementary scores are then combined to enable more

effective decision-making processes.

A. Geometric Representation from Multi-View Inputs

At each simulation step ¢, the agent captures a set of M
RGB images {Z,,}}_, from different viewing angles at its
current camera. Each image is passed through a CNN-based
encoder ¢ to produce a set of 2D feature maps {F%)} C
RHXWXC To obtain a top-down geometric layout, we define
a set of 3D anchors A C RUXV*Z_ distributed uniformly
within a local 3D region around the agent.

Each anchor point a,,,, is projected to each image view
using known extrinsic and intrinsic camera parameters, and
queried via cross-view attention:

Z Attn (auvw, F%)) , (1)

where Attn denotes a differentiable sampling-and-
weighting operator. The 3D tensor F3p € RUYXV*ZxC g
collapsed along the height axis to form a 2D BEV feature
map:

Fsplu,v, 2] =

Fpeyv|u,v] = Pool, (Fsplu,v,:]). (2)

B. Constructing the Spatial-Language Scene Graph

To reason over spatial context and instruction ground-
ing, we incrementally build a spatio-linguistic graph S; =
(M, &) over time. Each node n; € N; corresponds to a
navigable location, and is associated with an embedding
vector h; € RY computed from a local neighborhood B;
in the BEV map:

Z Fpeviu,v]. €))

(u v)EB;

Graph edges encode relative reachability between loca-
tions based on navigation topology. To ensure temporal
consistency, we align overlapping regions of BEV maps
between steps ¢ and ¢+ 1 and update node features via local
fusion:

Fg;} [u, v] = Fusion (F(é)EV[u,v], Fg;} [u,v]) . (u,v) €0,

“4)
where O is the overlapping region, and Fusion denotes a
feature-level update cross-attention function [9].

C. Instruction-Guided Decision Scoring

The agent receives an instruction sequence L =
{l1,...,¢r}, which is embedded via a text encoder into
E; € RT*C. We perform hierarchical decision scoring
based on both the global scene graph and the local BEV
layout.

1) Node-Level Scoring: We apply a multi-head cross-
modal transformer that takes node features {h;} and lan-
guage embeddings E, as input, producing updated node
embeddings {h;}:

h; = Transformergiopa (hi, E.). 5)

These are passed throu§h a lightweight MLP to generate
global decision scores s,;”’ over all candidate nodes:

9 = MLP, (h;). (6)

2) Grid-Level Scoring: Similarly, the BEV grid features
Fpgy are fused with the instruction via a transformer
module:

Frrv [u, v] = Transformerioea (F ey [u, v], Er), @)

producing a grid-wise score map s [u, v]:

s(l)[u, v] = MLP;(F gy [u, v]). ®)

For each navigable candidate location ny, we define its
neighborhood By and compute a pooled local score using a
Gaussian-weighted average:
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where (A%, Ayy,) are relative displacements from the
grid to the node center, and G, is a normalized bivariate
Gaussian kernel.

3) Final Decision and Action: The final score for each
candidate location is a convex combination of global and
local scores:

Sk :a-sg)—l—(l—a)s,(cg), (10)
where a € [0,1] is a tunable weighting factor. The agent
selects the action corresponding to arg maxy, sg.

D. Geometric Supervision via 3D Detection

To enhance BEV features with object-level geometry,
we train a 3D object detector using simulated construction
data with oriented bounding box annotations. The detector
outputs {0} (object category, center, and orientation) from
BEV features and is supervised using a combination of
classification and regression losses:

Edet =M Lcls + Az - Ereg7 (11)
where L, includes both position and rotation terms. This
supervision enables the agent to recognize spatial layouts
(e.g., cranes, barricades, trailers) and supports instruction
grounding in occluded or partially visible conditions.

E. Dataset

To facilitate the development and evaluation of our vision-
language navigation agent, we created a realistic simulated
construction site environment using NVIDIA Isaac Sim [10].
Our simulated environment, ~’SynthConstruct”, comprises 15
master construction sites, each representing a unique phase
of construction with varying structural elements. The sites
vary in size from 500 to 2,300 square meters, totaling a
traversable space of over 120 Km? for robotic navigation
within the simulator. SynthConstruct includes a vast array
of construction-related objects to ensure a comprehensive
representation of real-world construction elements.

III. RESULTS AND DISCUSSION

We evaluate our proposed BEV-based vision-language
navigation framework (BEV-VLN) on our simulated 3D
construction environment, focusing on tasks that require
complex spatial reasoning, occlusion awareness, and instruc-
tion grounding. Our model is compared against established
baselines that rely on panoramic or egocentric observations
and lack explicit geometric reasoning.

A. Quantitative Evaluation

1) Evaluation Metrics: Following standard practice in
embodied navigation, we report the following metrics:

o Success Rate (SR): Percentage of episodes where the
agent reaches the goal within a given threshold.

o Success weighted by Path Length (SPL): SR weighted
by the efficiency of the agent’s path.

« Navigation Error (NE): Final distance from the agent’s
stopping point to the goal.

¢ Object Grounding Accuracy (OGA): Success in iden-
tifying and aligning with referenced objects (e.g., “stand
beside the orange barrel”).

2) Performance Comparison: Table I presents the perfor-
mance of our BEV-VLN model against three baselines: (1)
a language-conditioned panoramic navigation model, (2) an
egocentric model with local mapping, and (3) a transformer-
based navigation agent without explicit geometry.

TABLE 1
NAVIGATION PERFORMANCE ON 3D CONSTRUCTION SIMULATION
TASKS.
Model SR (%) SPL (%) NE (m) OGA (%)
Panoramic VLN Baseline 54.3 42.1 2.93 48.5
Transformer w/o BEV 58.7 474 2.61 52.9
Egocentric + Local Map 61.5 50.2 2.35 56.1
BEV-VLN (Ours) 68.9 58.4 1.79 63.7

a) Improved Geometric Reasoning.: Our model sig-
nificantly reduces the average navigation error (1.79m),
demonstrating better spatial localization. The inclusion of
oriented 3D object detection enhances the agent’s awareness
of occluded objects, such as machinery behind temporary
barriers or scaffolding.

b) Enhanced Instruction Grounding.: BEV-VLN out-
performs all baselines in object grounding accuracy (+7.6%
over the next best model), confirming its ability to align lin-
guistic references with visual cues. For instance, instructions
referencing spatial relationships like “walk past the concrete
mixer and stop at the steel beam on your left” are resolved
more accurately due to the fine-grained BEV grid attention
and object detection supervision.

B. Ablation Study

As illustrated in Table II, we conduct ablation experiments
to explore effect of key components:

« Removing the 3D detection head reduces SR by 5.4%,
highlighting the role of geometric supervision.

o Disabling BEV temporal alignment leads to drift and
lower SPL, confirming the importance of spatial mem-
ory.

o Replacing Gaussian pooling with uniform averaging in
grid-to-node scoring degrades OGA by 3.2%.

C. Discussion

These results demonstrate that BEV-based spatial rea-
soning, when fused with language grounding, significantly
enhances navigation robustness in complex, cluttered, and



TABLE II
ABLATION STUDY ON THE IMPACT OF DIFFERENT COMPONENTS IN THE
BEV-VLN MODEL.

Model Variant SR (%)t SPL (%)t NE@m)]| OGA (%)
Full Model (BEV-VLN) 68.9 584 179 63.7
w/o 3D Object Detection 63.5 52.1 2.41 56.4
w/o Temporal BEV Fusion 61.2 49.8 2.53 54.9
w/o Scene Graph Reasoning 60.3 46.5 2.74 52.6
w/o Grid-Level Scoring 57.8 44.7 2.89 49.3
w/ Uniform Grid Pooling 65.0 53.6 2.18 60.5

occluded environments such as construction sites. The ex-
plicit encoding of object geometry allows the agent to
disambiguate between visually similar but spatially distinct
targets. Moreover, the dual-level scoring strategy ensures that
both fine-grained and global context are considered during
action selection.

We believe this method lays the foundation for safer and
more interpretable navigation agents in real-world industrial
and field robotics applications.

IV. CONCLUSION

In this paper, we presented a novel BEV-based vision-
language navigation system specifically designed for sim-
ulated 3D construction environments. The framework inte-
grates spatially aligned BEV features, a dynamically updated
scene graph, and a dual-level instruction-conditioned deci-
sion module to enable precise and context-aware navigation.
By incorporating object-level 3D detection, the agent gains
the ability to perceive occluded elements and better interpret
instruction-grounded spatial relationships. Extensive experi-
ments demonstrate that our method outperforms traditional
panoramic and egocentric baselines in terms of navigation
accuracy, efficiency, and object grounding performance. The
results underscore the effectiveness of combining top-down
geometric representations with language-driven reasoning in
complex, real-world-inspired domains. This approach opens
new opportunities for deploying intelligent embodied agents
in safety-critical environments such as construction, man-
ufacturing, and industrial inspection, where spatial under-
standing and semantic comprehension are both essential. As
these technologies mature, they could democratize robotic
automation for small-scale builders, improve inspection and
maintenance in hazardous settings, and pave the way for
fully autonomous construction sites, transforming how in-
frastructure is built worldwide. Future work may explore
generalization to outdoor construction scenarios and real-
world transfer via sim-to-real adaptation.
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