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BACKGROUND & MOTIVATION

Environmental cameras

Occlusion caused by large 

construction elements under handling

Camera in hand

Large amount needed for covering 

large task space

Occlusion caused by the evolving 

construction site and the construction 

robot itself

Limitations of available visual feedback for construction robots

RESEARCH OBJECTIVES

1. A multi-robot coordination framework that coordinates supervising robots with 

the construction robot to achieve adaptive visual perception for upcoming robotic 

construction processes 

2. An adaptive viewpoint selection method for supervising robots that adapt to: 

• large task spaces 

• upcoming movements of the construction robot 

• different objects of interest

RESEARCH QUESTIONS

How can we effectively provide visual feedback for a construction robot that

• adapts to large task spaces?

• adapts to the upcoming construction robot motion?

• ensures high-quality data capture?

MULTI-ROBOT COLLABORATION 

FRAMEWORK  

• Next motion plan of construction robot is generated based on extracted BIM data

• Viewpoints for supervising robots are selected based on the motion plan.

• Supervising robots adjust cameras to assigned viewpoints

• Construction robot executes the planned motion

CASE STUDY (Frame Installation)
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VIEWPOINT SELECTION
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• Picking Trajectories: Achieved full coverage (𝐶 𝑉 = 1.00) with distance 

𝑑(𝐺 𝑠 , 𝑣) ≤ 2.51𝑚 of all conditions.

• Placing Trajectories: Maintained high coverage (𝐶 𝑉 ∈ [0.986, 1.00]) and target 

object visibility (𝐴𝑣𝑔𝑉𝑖𝑠 𝑉 ∈ [0.72,0.91]).
• Consistent performance across scenarios demonstrates the robustness of the 

proposed method.

EXPERIMENT VALIDATION
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• Framework: Supervising robots support the construction robot by capturing 

task-relevant visual data

• Viewpoint Selection: Optimizes poses for coverage, proximity, and visibility

• Two-Step Method:

✓ Step 1: NSGA-II selects candidate viewpoints based on coverage and 

proximity

✓ Step 2: Chooses the best viewpoint based on visibility from the 

candidates

• Validation: Demonstrated through case study and simulation under various 

constraints
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