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Abstract— Gathering data from the construction site envi-
ronments is crucial for safe and autonomous robot navigation
in the construction field. However, collecting large amounts of
labeled data directly from construction sites can be difficult due
to access restrictions and contractual limitations. This study
investigates the use of transfer learning as an alternative to
overcome the challenges of model robustness in data scarce
construction domain. By training semantic segmentation models
using accessible road construction data, we evaluated how road
construction knowledge may support image segmentation for
building construction. Specifically, we trained and fine-tuned
a SegFormer model to identify four key classes for robot
navigation on construction sites: equipment, workers, walkable
terrain, and risky terrain. Our results indicate that models
trained on road construction data consistently outperform
those trained on general city data by at least +19% mIoU,
particularly in accurately identifying walkable, risky terrains
and workers. Overall, the findings demonstrate the potential
of transfer learning from road construction to enhance robots
comprehension of building construction environments.

I. INTRODUCTION
For robots to operate safely on construction sites, they

must accurately recognize various elements in their envi-
ronment, such as equipment, workers, safe walking areas,
and hazardous terrain [1]. Semantic segmentation provides
visual understanding at a pixel-level, enabling robots to make
informed decisions about obstacle avoidance, path planning,
and safety monitoring [2]. However, good segmentation mod-
els typically require extensive and diverse datasets. Gathering
data on active construction sites is challenging due to privacy
issues, contractual limitations, and safety regulations [3][4].
Consequently, construction researchers often have limited
site-specific data, restricting the training, performance, and
generalization of segmentation models.

Data scarcity has been shown to slow research progress
[5]. In construction, researchers have used Building Infor-
mation Modeling (BIM) and other 3D tools as a simulation
environment for data gathering [6], [7], [8]. However, these
environments are majorly indoor scenes and does not account
for navigation challenges present in early- and mid-stage
construction phases. In this study, we address the issues with
model training in data restricted field like building construc-
tion. We leverage publicly available road construction data,
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Fig. 1. Visualizing the overlap: Shared characteristics between road and
site constructions that enable effective transfer learning.

which share visual features with construction sites, such as
equipment, workers, and varied terrain conditions (see Fig.
1). Inspired by successful applications of transfer learning in
fields like medical imaging [9], [10] and construction [11],
we propose that models trained on road construction images
can transfer their learned features to building construction
tasks. Specifically, we retrain SegFormer B0 models on road
construction data and fine-tune them on smaller subsets of
labeled site data. SegFormer was selected as it has the
potential for real-time inference in vision systems [12].

This paper aims to determine if knowledge transferred
from road construction can enhance segmentation accuracy
on construction sites, thereby providing researchers with
a new source domain for building construction scene un-
derstanding. Additionally, we perform statistical analysis to
validate the difference in the models [13]. The main novelty
of this work is to identify and validate road construction as
a more effective pretraining source than generic domains for
data-scarce building construction tasks.

II. RELATED WORKS
Visual navigation on construction sites enables robots to

move safely and autonomously in complex environments.
Several recent studies have successfully demonstrated robotic
navigation indoors, as well as in structured outdoor areas like
city roads [14], [15], [16]. However, navigation during the
early and mid-stages of construction remains a significant
challenge due to constantly changing layouts, uneven sur-
faces, and dynamic obstacles such as moving equipment and
personnel [1].

Reliable robot navigation in construction environments
require an accurate understanding of the surroundings at



Fig. 2. Overview of transfer learning pipeline. SegFormer is first pretrained separately on source datasets (Cityscape or ROADWork), then fine-tuned on
building construction images. Only encoder weights are transferred, while the MLP head is retrained to segment construction-specific classes.

a pixel-level granularity. To achieve this pixel-level under-
standing, many researchers utilize semantic segmentation
— a technique that classifies every pixel of an image into
predefined categories [11], [17]. Semantic segmentation has
been shown to significantly improve the robot’s ability to dif-
ferentiate between navigable paths, obstacles, and hazardous
areas, thereby directly enhancing safety and decision-making
[23]. Although standard semantic segmentation methods
(e.g., DeepLab, FCN, and SegFormer) have been extensively
applied in autonomous driving and indoor robotics, their
application to construction sites faces several hurdles. One
of which is the limited availability of labeled site-specific
data [22].

Data scarcity in construction research is mainly caused
by strict privacy rules, contractual constraints, and safety
concerns that make it difficult to collect large amounts of
site data [3]. As a result, researchers often work with small
datasets, which reduces the accuracy and generalizability of
machine learning models. To address this, transfer learning
has become a common solution. In this approach, mod-
els are first trained on large, general-purpose datasets like
ImageNet1 or Cityscapes2 and then fine-tuned on target-
specific data. This method helps improve the performance
of segmentation models in the target settings by leveraging
features learned from the source domain. Previous studies
explored transfer learning in the medical domain and showed
that using closely related source domains significantly boosts
the performance of pre-trained models [9], [10]. Transfer
learning has also been shown to result in negative transfer
[24]. For construction sites, few studies [18], [19], [20], [21]
have explored transfer learning across related domains. Wang
et al. trained models on different datasets (Cityscapes and Im-
ageNet) and fine-tuned them on more than 800 construction
site images [11]. Their results showed that Cityscapes pre-
training led to better Mean Intersection over Union (mIoU)
than ImageNet, with a maximum mIoU of 0.65. However, the
study did not explore the potential for more closely related

1https://www.image-net.org/
2https://www.Cityscapes-dataset.com/

domains such as road construction. Our work addresses this
gap by evaluating whether semantic segmentation knowledge
from publicly available road construction image data can be
effectively transferred to data-limited building construction
environments. We aim to determine if this approach can im-
prove segmentation accuracy and enhance robotic navigation
in real-world construction site settings.

III. FROM ROAD TO SITE

A. Target Dataset

We collected 6,516 images from an active mid-stage
commercial building construction project using built-in RGB
cameras of a Boston Dynamics Spot Robot3. The dataset
includes indoor and outdoor environments to ensure cov-
erage of diverse site conditions. Each collected image was
manually annotated into four classes relevant to safe robot
navigation: risky terrain (i.e., areas hazardous for
robot navigation), walkable terrain (i.e., safe paths
suitable for robot navigation), workers (i.e., personnel
present on the site), equipment (i.e., machinery and tools).
These four classes provide pixel-level information for safe
and efficient robotic navigation. Annotations were performed
using the Roboflow4 annotation tool. To simulate typical
data constraints encountered in construction research, we
randomly sampled subsets of varying sizes — 20, 60, 100,
140, 180, 220, 260, 300, 340, 380, 420, 460, and 500
images — from the collected dataset. Each subset size
represents realistic dataset sizes that are typically available
in construction research [22]. In addition, we curated a
fixed test set of approximately 500 images. This test set
remained constant throughout all experiments to allow fair
and consistent evaluation under different training conditions.

B. Source Datasets

ROADWork5 and Cityscape were each used to train
distinct SegFormer models. ROADWork is an open-source

3https://bostondynamics.com/products/spot/
4https://roboflow.com/annotate
5https://www.cs.cmu.edu/˜ROADWork/



dataset that contains image samples collected from road con-
struction scenarios. The dataset consists of 7,416 images cap-
tured from urban, suburban, and rural areas across 18 cities in
the United States. Images include diverse road construction
scenes with the manual semantic mask of essential classes
such as roads, sidewalks, off road, cones, barriers, workers,
construction vehicles, and equipment. Cityscapes Dataset is
a large-scale collection of stereo video sequences captured
in urban street environments across 50 cities. It includes
high-quality, pixel-level annotations for 5,000 frames. Both
dataset contain visual similarities that make them suitable
for training and evaluating semantic segmentation models
on construction sites.

C. Transfer Learning and Evaluation Method

SegFormer is a transformer-based model known for its
strong real time performance in semantic segmentation tasks.
In this work, we utilized two versions of the SegFormer-B0
model, one pretrained on Cityscapes6 and another pretrained
on ROADWork datasets. These datasets were selected for
their semantic and visual relevance to building construction
scenes. As shown in Fig. 2, we then fine-tuned the two
models on subsets of labeled building construction images
captured with our robot. Given the small data sizes involved,
we freeze the pre-trained model backbone to avoid overfitting
during fine-tuning and replace the original segmentation head
with a new, randomly initialized head tailored for our four
construction classes. To ensure our results were reliable,
we ran each training setup five times using five random
seeds. These seeds control random processes like weight
initialization, data shuffling, and dropout. By repeating the
experiments with different seeds, we were able to measure
how stable and consistent the model’s performance was, and
improve robustness. Mean Intersection over Union (mIoU)
was used to evaluate segmentation performance, measuring

Fig. 3. Mean Intersection over Union (mIoU) comparison across different
training sizes for models pretrained on ROADWork and Cityscape. Error
bars represent standard deviation across random seeds, capturing variation
due to different training initializations.

6https://huggingface.co/docs/transformers/en/
model_doc/segformer

Fig. 4. Semantic segmentation results overlaid on construction site images
using the ROADWork model (overall mIoU = 0.6450). Class-wise IoUs:
Equipment = 0.3701, Risky terrain = 0.6882, Walkable terrain = 0.6442,
Workers = 0.6478. Classes are color-coded as follows: Equipment (purple),
Workers (orange), Walkable terrain (green), and Risky terrain (red).

the average overlap between predicted and ground truth
masks across all classes. Higher mIoU values indicate better
segmentation accuracy. For each dataset size and random
seed, the model mIoU scores were recorded. We finetuned
each models for 20 epochs with learning rate 3e-5, batch size
2, and five random seeds.

To determine if there is a significant difference between
both models and validate performance gains, we concate-
nated all mIoU scores across dataset sizes and seeds into
a single DataFrame and applied a mixed-effects regres-
sion model. We do this for both models (ROADWork vs.
Cityscape), and set both approaches as a fixed effect, while
training size and seed were modeled as random effects. We
chose a mixed-effects regression model as it captures both
performance trends and variability introduced by experimen-
tal conditions.

IV. RESULTS & DISCUSSION

We evaluated both models on a test set of 500 construction
site images. The ROADWork-pretrained model consistently
outperformed the Cityscape-pretrained model, achieving a
mean Intersection-over-Union (mIoU) of 0.6450 at the largest
training size (500 images). Fig. 3 shows how performance
improved with increasing dataset size for both pretraining
approaches. This consistent performance gain shows that
visual and semantic similarities between road and build-
ing construction environments make ROADWork a more
effective pretraining source for site segmentation tasks. Seg-
mented image samples are shown in Fig. 4. Among the
predicted classes, the model achieved good IoU scores on
walkable terrain (0.6442), risky terrain (0.6882), and workers
(0.6478), indicating strong and consistent performance in
these categories. The equipment class had a low IoU of
0.3701, although the visual results were acceptable. More
analysis is needed to understand why the model struggled,
but one possible reason is the lack of different types of
equipment in the training data. Additionally, Risky terrain
predictions were sometimes confused with walkable areas.



TABLE I
SUMMARY OF MIXED-EFFECTS REGRESSION RESULTS COMPARING

MIOU PERFORMANCE BETWEEN CITYSCAPE AND ROADWORK

PRETRAINED MODELS.

Parameter mIoU Estimate z-value p-value
Intercept 0.331 20.997 <0.001
approach[T.ROADWork] 0.191 27.963 <0.001

To statistically evaluate the performance difference, we
applied a mixed-effects regression model using training size
and random seed as random effects, and pretraining approach
as a fixed effect. Table I summarizes the key results. In
the mixed-effects regression model, the Cityscape model
(intercept) was chosen as the baseline (mIoU = 0.331).
The ROADWork model (approach[T.ROADWork]) showed
a significant positive effect (p < 0.001), with an estimated
0.191 mIoU gain over the Cityscape baseline, reinforcing the
observed performance advantage.

V. CONCLUSION

This study explored transfer learning from readily avail-
able road construction data to building construction sites
to improve semantic segmentation in a data-constrained
environment. Our results show that pretraining on the ROAD-
Work dataset led to consistently better performance than
Cityscape across all training sizes. The findings demonstrate
that ROADWork, with its structural and contextual similarity
to construction sites, is a more effective pretraining choice
than general-purpose datasets such as Cityscape. Future work
will focus on improving segmentation of lower-performing
classes, such as equipment, through class balancing, inclu-
sion of diverse construction equipment, expanding evaluation
with more test seeds, and benchmarking other models on
common datasets.
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